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SECURE DATA STORAGE AND SERVICE AUTOMATION FOR CYBER 

PHYSICAL PRODUCTION SYSTEMS THROUGH DISTRIBUTED LEDGER 

TECHNOLOGIES 

In this paper, we use the blockchain technology to design a prototype to secure process data from a 3D-printer. 

Datastreams are gathered from various sources such as OPC UA servers and autonomous retrofit sensor nodes. 

This is followed by pre-processing for data reduction, storage in a data model, and the generation of a unique hash 

value over it. The hash values are stored in a blockchain using appropriate consensus methods, taking into account 

their temporal origin and production identification number. This also includes the context-related influence  

of sensor signals on the production process Restrictive access regulations using smart contracts make a partially 

or fully automated machine tool calibration possible. In this context, we show to realize a process partial or full 

automation through smart contracts. Physical machine tools and virtual simulations are integrated into the block-

chain network to document the stability and performance. 

1. INTRODUCTION  

The relocation of contracting and supply chains into virtual space, the so-called 

“cyberspace” is leading to a transformation in manufacturing with the help of cyber-physical 

production systems (CPPS), which emerged from the digital revolution. The use of CPPS 

with a high degree of sensor technology and connectivity offers completely new possibilities 

for digital integration and thus an increased level of automation. Such digital integration 

enables context-related information to be combined into a virtual image via physical-virtual 

interfaces. The associated extensive data acquisition enables the recording of the history  

of a product over a period of time during the manufacturing process [1].  

Due to the amount of data as well as the heterogeneous scattering of data sources (e.g., 

additional sensors for environmental data acquisition and machine control on production 

systems), new questions arise regarding the secure data exchange and adequate data storage. 

Since this (meta-) data is particularly in the context of knowledge-based systems coveted 
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information in the sense of company-specific, specific process knowledge, it has to be 

protected against stealing and, concerning later audit measures, against subsequent 

manipulation [2]. A higher degree of automation is the driving force behind an increase in 

productivity and flexibility, which is what gave rise to the idea of an independently operating 

manufacturing system. A system that independently receives and bills orders, initiates 

maintenance work, checks for legitimacy, and controls processes [3].  

Such visions are supported by the successful application of new technologies such as, 

for example, advances in machine learning, which have taken the topic of “artificial 

intelligence” to a new level in recent years, and distributed ledgers with their captivating idea 

of transparency. These promise a high degree of security by design concerning the unchan-

geability of discrete data packets while at the same time offering a wide variety of settings.  

A well-known representative of this is the blockchain, which attracted special attention in 

public with its implementation as a Bitcoin blockchain. Besides, the smart contracts 

introduced with the Ethereum blockchain have an enormous potential for automation, which 

has so far mainly been used in the financial world and online trade [4].  

In addition to the mentioned innovations in the field of information technology,  

the emergence of additive manufacturing brought about major changes in product design, 

prototyping and production [5]. In this group of manufacturing technologies, adherence to 

defined process parameters is elementary, especially with respect to quality management 

during production. In this process family, many factors have a direct or indirect influence on 

the quality of the component. For example, compliance with certain temperature intervals, 

humidity values of the printing material and the environment, the intensity of the incident 

light, the use of different batches of printing material and downtime of the system during  

a printing process [6]. These variables, summarized under the term context information, must 

be monitored as well as logged and – by the machine operator – compensated [7].  

Against the background of manipulation security as well as transparency and 

automation, a solution is missing to automate the event- and context-dependent control  

of production systems, which was previously brought in by humans, and to be able to 

independently log and store the resulting circumstances of the creation of a component. On 

the way to a Smart Service, the architecture will be designed in the context of this paper to 

securely store data occurring at CPPS and to be able to trigger event-based control actions via 

smart contracts.  

For this purpose, the relevant technologies are presented in Section 2. In Section 3  

the system architecture is presented, and in Section 4 insights into the implementation are 

given. Section 5 summarizes the results and gives an outlook on further steps. 

2. STATE OF THE ART 

2.1. CPPS 

Cyber-physical production systems, as the evolution of traditional machine tools, offer 

the possibility of using data-based services due to their connectivity, the wealth of control 
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information, and communication protocols that extend into the manufacturing network  

layer [8].  

Often such manufacturing systems are kept separate from public networks for security 

reasons to prevent damage and production downtime due to unauthorized access (hackers). 

Machine tools are subject to ever-increasing demands for accuracy and repeatability  

of movement to produce a dimensionally accurate product. For example, the heat generated 

during the production process and general wear and tear on individual components or 

assemblies (e.g., joints) of the machine tool during the normal production process influence 

the accuracy [9].  

To meet the requirements of fast data acquisition, solutions from information technology 

are needed. In our case we use technologies for data buffering through the Kafka framework 

and distributed data storage in a Mongo database. These technologies are briefly described 

below. Apache-Kafka allows data to be transferred as a background data stream between 

different external (data) systems, ensuring efficient (2 million writes per second) and reliable 

data transfer. Reading, writing, and processing of the data is implemented through Apache-

Kafka's four APIs, respectively Kafka Connect API, Kafka Streams API, Kafka Producer 

API, Kafka Consumer API [10].  

MongoDB can be seen as a new kind of relational database. A traditional relational 

database structures data in relational tables and rows, while MongoDB structures data in 

collections of relational Json (Javascript Object Notation) documents. This is characterized 

by properties such as flexibility and speed and can also be created in a distributed manner. 

These are so-called replica sets, which means that the data sets of one client are stored as 

copies on other clients in the network, and in the event of a failure of this client, another client 

takes over the service [11].  

Two transmission protocols are used to integrate machine tools and sensor data. These 

are the machine-to-machine protocol OPC UA (Open Platform Communications Unified 

Architecture) and the lightweight MQTT protocol. MQTT (Message Queuing Telemetry 

Transport) is a machine-to-machine protocol based on the publish-subscribe pattern with 

hierarchically organized channels as a tree structure. In the simplest case, client A publishes 

its data packet on a channel with which it, or its data packet, can be identified. Client B 

receives this as soon as it subscribes to the channel or the complete branch the channel is 

attached to.  

A central server, the MQTT-Broker, is responsible for managing the data streams and 

channels [12]. OPC stands for Open Platform Communications and is one of the most 

important communication protocols for Industry 4.0 and IIoT. With OPC, access to machines, 

devices, and other systems in industrial environments is standardized and enables similar and 

manufacturer-independent data exchange [13]. The UA in OPC-UA stands for “Unified 

Architecture” and describes the latest specification of the standard.  

Based on OPC-UA, the Industry 4.0 communication fits into the reference architecture 

model for Industry 4.0 (RAMI4.0) of the Industry 4.0 platform [14]. OPC-UA is currently 

widely used as a popular standard in industrial communication. It offers two basic 

communication protocols, namely TCP and UDP. TCP provides secure peer-to-peer 

communication by establishing a channel while UDP provides unreliable broadcast 

communication [15].  
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2.2. DISTRIBUTED LEDGERS 

Distributed-Ledger-Technologies (DLT) is the collective term for technologies that hold 

data and transactions in a decentralized manner, i.e., distributed in a network, whereby all 

changes are adopted by all participants after their verification [16]. An essential feature  

of distributed ledger technology is the backward linking of individual blocks using a hash 

value into a mostly linearly linked list (e.g. blockchain). All participants (nodes) of such  

a distributed ledger network can persist a copy of the ledger locally. Through a consensus 

mechanism (e.g., Proof of Work, Proof of Stack), the network decides on the acceptance  

of a block and the updating of the ledger, which can be stored on each node.  

Public and private blockchains are both distributed peer-to-peer networks [17], where  

a public blockchain is characterized by the fact that any interested party can participate 

without prior authorization. In the context of this paper, a public blockchain is applied to 

realize the use of services in a tamper-proof way. A private blockchain is only available for  

a selected group of users so that the network nodes have to be legitimized by a superior 

instance to participate in the distributed network. Due to the high-security requirements in the 

production environment, a private distributed ledger network is suitable for internal use within  

a company, especially at the company level. This allows the use of less computationally 

intensive, but fast consensus mechanisms to record numerous process parameters in a tamper-

proof manner and store them in an auditable manner.  

Smart contracts are an essential component of distributed ledger technology for process 

automation and can be used within a blockchain. [18]. This is a functional extension of the 

distributed ledger technology, which, according to Szabo [19], forms the basis for a digital, 

mediation-free equivalent of conventional contracts. However, due to the still young 

technology, there are no legally sound judgments on this, which is why a smart contract is 

more likely to be regarded as a source code that works on the “if this-then that” principle.  

An smart contract within distributed ledger technology thus basically implements a digital, 

distributed process for the automated handling of if-then conditions. Here, source code with 

a limited functional scope, which is stored on the blockchain and triggered on an event basis, 

controls the automation. Smart contracts are stored in the blockchain and, like other objects 

(e.g. persons, machine tools), are given their address, which can be addressed by each 

participant in the blockchain. After their creation, the smart contracts are written in  

the blockchain and are therefore final and unchangeable. Hence, the corresponding part of the 

program has to be checked carefully in advance regarding the sequence of events. To use  

the contained source code, when using a smart contract, a request (transaction) is sent by  

a network participant with appropriate parameters to the address of the smart contract. From 

this point on, the automation is the responsibility of the program code, which is processed 

accordingly.  

Closely related to the topic of smart contracts is the use of oracles. Execution in an ap-

propriate runtime environment with appropriate APIs (e.g. REST, “Representational State 

Transfer”) on the blockchain ensures the execution security of smart contracts. This runtime 

environment ensures that the program code does not gain unauthorized access to local 

resources, binds it to the blockchain for reading and writing, and guarantees the deterministic 

execution of smart contracts. Furthermore, the results (transactions) of a smart contract are 
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stored decentrally in the blockchain and are therefore tamper-proof and irreversible. For the 

interaction of a smart contract with the outside world, i.e. with systems that are not included 

in the blockchain, so-called oracles are used. Depending on the application, these can be 

software, hardware, inbound, outbound, or consensus-based oracles [20].  

3. SYSTEM ARCHITECTURE 

The starting point for the conceptual design are production systems, i.e. machines in 

 the field that generate process data, as shown in Fig. 1. A 3D printer is used for this work in 

particular. Here there are the data sources “machine control” which provides position, speed, 

and temperature data as well as machine status information via OPC UA, and “sensor nodes” 

whereby the latter was added to the existing systems through retrofit actions [21]. This 

consists mainly of sensor nodes based on the ESP32 microcontrollers as well as temperature 

and MEMS acceleration sensors.  

 

 

Fig. 1. Architecture for the implemented system 

Since the sensor nodes are not directly integrated into the OPC UA address space, they 

first send the data stream via MQTT to a broker assigned to them: the Collector. Collectors 

provide this data to further services via an own OPC UA server. A gateway orchestrates the 

various data streams from the collector and the OPC UA server of the machine control system. 

Due to the high frequency of the data, which varies depending on the source, especially with 

regard to transaction data, it is necessary to use a data buffer. The Kafka framework is used 

for this purpose. In addition, the Gateway´s main function is to ensure the connection between 

different protocols. The gateway holds a corresponding client of a database system as well as 

a client and an oracle for the distributed ledger services. The latter provides the smart contract 

program code with the relevant data – for demonstration purposes, the continuously recorded 

temperature value on the machine. The smart contract compares this with a specified limit 
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value and returns a “START” or “STOP” signal depending on the content, which is returned 

to the machine and triggers the corresponding action. 

To obtain an instance that tracks the status of the machine independently of other 

hardware and software, a so-called watchdog is implemented. In this way, a change in  

the status of the machine can be verified and communicated to subsequent services. 

4. IMPLEMENTATION 

The edge device consists of a single-board computer with Intel Pentium Quad-Core 

CPU, 4GB RAM, 64GB flash storage, and two Ethernet as well as a 2.4GHz Wifi interface. 

Ubuntu 20.04 LTS is used as an operating system. For the upcoming test purposes, a 3D-

printer with secondary drives and additional components was simulated. This has  

the advantage that different configurations can be tested without danger to man and machine. 

Furthermore, the Kafka framework for data processing, the MongoDB for data storage,  

a MQTT Broker and a Geth(Go Ethereum)-based Blockchain were installed on each  

of the devices.  

The sensor nodes based on the ESP32 microcontroller deliver a data stream via Wi-Fi 

through the MQTT protocol to the next instance and provide context information such as 

temperature values and acceleration data. The latter in particular are generated at  

an extremely high density. For this reason, the data is then pre-processed, in the sense that the 

data is combined without losing the basic information. Especially for oscillations, a Fast 

Fourier Transformation (FFT) is useful to extract valuable knowledge and reduce  

the amount of data at the same time. Since an FFT must be performed over a discrete amount 

of data, a ring buffer is programmed in which the acceleration values are buffered. 

By modelling the machine controller as an OPC UA object, all variables can be directly 

read out there, so that the context data must now be added. By combining the different data 

streams, a data fingerprint of a cyber-physical production unit is created. This is achieved by 

the Collector creating another OPC UA object containing all variables from the controller and 

sensor network. From this point on, the data is buffered using the Kafka stream API to divide 

it into packets of equal size. For structured storage, JSON files are created according to the 

Production Performance Management Protocol Specification [22].  

These are named after the syntax “MachineID_timestamp” and persisted in  

a MongoDB replica set via an appropriate interface. Every collector in the peer-to-peer 

network participates in this set. This contains all relevant information: A unique identification 

of the source “device” is ensured via “deviceID” = name of the collector, “source” = name  

of the source if it is data from the controls or a sensor node (“sensorNode”), and via 

“machineID” = name of the machine. The next element “measurements” contains the actual 

data. Besides the mandatory “ts” (timestamp), only “temperature” and “velocity” are provided 

as examples. For the software implementation, a SHA2-256 algorithm standardized by NIST 

2015 [23] is used in the first programming step. An implementation with a SHA3-512 is 

currently being discussed and tested for feasibility. Now the hash values are distributed to all 

nodes in the private blockchain. This kind of data storage makes it possible to detect 
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manipulations of the recorded data in the MES, as well as data reconciliation. The hash value 

serves as the primary key in the MES, which is unique due to its collision resistance. 

 For the software implementation, a SHA2-256 algorithm standardized by NIST 2015 

[23] is used in the first programming step. An implementation with a SHA3-512 is currently 

being discussed and tested for feasibility. Now the hash values are distributed to all nodes in 

the private blockchain. This kind of data storage makes it possible to detect manipulations  

of the recorded data in the MES, as well as data reconciliation. The hash value serves as  

the primary key in the MES, which is unique due to its collision resistance. 

Hash functions are one-way functions, which map a text of arbitrary length to a text  

of fixed length and are collision resistant if the result space is large enough:  

 

ℎ =  𝐻(𝑚) 

where: h – value of a hash function, H – hash function (e.g. SHA, MD5) m – message  

or data 

𝑚 1 ≠  𝑚 2  ⋀  𝐻(𝑚1) =  𝐻(𝑚2) 

 

This means that collisions where two different texts map to the same hash value (see 

equation) are almost impossible. This mapping of a large amount of data to a string of strict 

length allows comparisons to be made quickly and easily and manipulations to be detected. 

At the same time, it is impossible to draw conclusions from the hash value to the actual data, 

thus creating confidentiality. In contrast, it is easy to use the data to determine the hash value 

to confirm data integrity. 

For the automation of the 3D printer by smart contracts, the communication with  

the blockchain is done via an oracle written in Python3 based on the library “web3.py”. After 

the smart contract has been deployed, its address is known. This allows it to be called with 

different input values and the return to affect the corresponding controlling variable of the 3D 

printer. 

As output, the respective start and stop time and the corresponding temperature are 

given. The threshold for the stop trigger was arbitrarily set to 350 K and by a provided 

hysteresis the start trigger is at a value of 340 K. Referring to the example illustrated in 

Section 1, this means that above the set temperature limit, an unwelcome influence on the 

manufacturing quality occurs, which must be transparently protocolled. 

By using the Smart Contract, the entire printing process can thus be logged, with 

parameter deviations leading to an automatic machine stop. 

5. SUMMARY AND FURTHER STEPS 

For the automation of data-controlled services on machine, machine safety must be 

guaranteed at all times. From the point of view of machine safety, there is currently no way 

of documenting the correctness of the work in an automated and tamper-proof manner.  

The scenario of service automation outlined here makes it possible to realize aspects  

of service fulfilment through the use of distributed ledger technology despite increased safety 
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requirements in mechanical and plant engineering. In this context, possibilities are outlined 

how the connectivity of industrial cyber-physical production systems and distributed ledger 

technologies can be used to realize secure data exchange and service automation via smart 

contracts, thus enabling a secure interaction of production plants with their environment. 

Necessary and established security measures can be taken into account by appropriately 

formulated smart contracts and the service used by the machine tool can be initiated. 

In addition to the goal of traceability of process data from a manufacturing process,  

the integration of continuous system monitoring (e.g., predictive maintenance) into the 

architecture is also possible. This connection can increase the degree of autonomy  

of production systems.  

One advantage of this implementation is its high adaptability. By using the most 

extensive and universal interfaces possible, such as the OPC UA protocol and the creation  

of an interface to the MQTT standard, the components behind it can be easily exchanged. 

This means that any sensor unit as well as machine with variables controllable via OPC UA 

can be integrated. Thus, it follows that the implemented case of temperature-dependent 

control of the digital control switch of a machine demonstrator does not limit the use of the 

control system. However, from the lessons learned from the implementation, it can be stated 

that universality is countered by high latency for control instructions through smart contracts 

compared to simple control software. Thus, the use of this trustworthy system in critical use 

cases is questionable and should rather be sought in the area of time- and safety-uncritical 

applications, as in the implemented case. Rather, the advantage created by the use of DLT 

lies in the increase in transparency and control of the control instructions carried out and its 

use as a secure interface to applications outside the production system. Users of a system 

implemented in this way have the option, for example with regard to quality management,  

of accessing information that is certainly unchanged. 

The next step is to realize the automation of all relevant system variables of a CPPS 

using smart contracts in connection with an online service platform, for example, based on 

the model of a vending machine. Furthermore, such a scaling hybrid blockchain network must 

be implemented in a real production environment and its stability tested. 
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